Statistics b444: Homework 4

For each homework assignment, turn in at the beginning of class on the indicated due
date. Late assignments will only be accepted with special permission. Write each
problem up very neatly (KTEX is preferred). Show all of your work.

Problem 1

Recall the example in class where measurements of rats weights were measured
through time. Letting x;; denote the weight of rate ¢ in week j. For this we as-
sumed the model

zij ~ N(ai + Bij, 0> =1/9),

which simply specifies a regression model for each individual rat. We further assumed
that each rats regression coefficients were modeled through

()~ () »

¢ ~ Gamma(a,b)

(a0, o) ~ N(n,7)
Y1~ Wishart((pR) ™, p).

The conjugate priors are:

In the previous HW’s you wrote down the full conditional distributions. Implement
your Gibbs sampler, and compare your results to those found in the “Gelfand &
Smith” article (on the course webpage).

Problem 2
In Homework 3, we found that under the Gamma scale mixture-model, y; = By +
B, +€ (i =1,...,N), where € ~ N(0,0%/7;) with 7; ~ Gammal(3, ) specifies a

regression model where the errors are no longer Normal, but rather they are Cauchy
distributed.



Part 1

Write down the full conditional for ¢ = 1/02, 8, and v; (1 = 1,...,N). (Yes, you
already know this from the previous HW... I just want you to do it again.)

Part 2
Under simulated points (x,y) (use 1,000 pairs), where (x,y) ~ Cauchy(0,%), where

Yl is:
1 038
08 1)
plot the marginal posterior distributions for (g, 3;)7 = 3. Recall that
p(01Y. ) = [ [ 005,091, X)d005.
where ¥ = {7, ...,yn}. With this in mind, you'll find p(5|Y, X) via Gibbs sampling:

Initialize 8 and ¢(® and sample the joint distribution via
Fort=1,...,T

e Sample %(t) (t=1,...,N) from its full conditional.

e Sample 3® from its full conditional distribution given ¢~ and ’yz-(t), for (i =
1,...,N).

e Sample ¢ from its full conditional distribution given 3® and %(t) (i=1,...,N).
And finish by plotting a histogram of the ’s (after burn-in).

Problem 3

In this problem, you will study posterior model probabilities in detail. Consider the
problem where

x; ~ N(0,0%),
fori={1,...,N}.

part a

Let 02 = 5 and simulate
e 400 2's with 0 = 10

e 200 z's with 6 = 15
e 300 z's with § = 17
e 100 z's with 8 = 20.

The 1,000 z}s form a mizture distribution. Plot a histogram of the distribution.



part b

Consider the hypotheses # = {10, 15,17,20} each with prior probability i. For ex-
ample, the first hypothesis is simply

HQ : =10
H, : 6=1517, or 20.

Write down the appropriate prior distribution for testing this hypothesis.

part c

Write down the Bayes factor for each hypothesis (there will be 4 of them).

part d

Randomize the vector of s so that there is no particular order in which you sampled
them. Plot the 2’s. The horizontal axis will go from 1 to 1,000. The vertical axis will
have the sample values. There should be no clear pattern in this graph.

part e

For each hypothesis, compute the posterior probability in sequence. That is, look
at one data point and compute the posterior probability of the hypothesis. Collect
a second data point and compute the posterior using the first two data points. Do
this until you have the posterior for all 1,000 data points. Plot the results for each
hypothesis. That is, plot the posterior probabilities as a function of the number of
data points.

Part f

Test each of the four hypothesis using P values. That is, do the two tailed test and
plot the P values in sequence.

Heads up for the next HW

Write down the mixture model that you should have used to compute the Bayes
Factors. Under this mixture model, show how to compute the full conditional proba-
bility for each data point belonging to an individual mixture. You do not need to do
anything here, but keep this in mind for the future.

part h

Write your conclusions.



Problem 4

Consider the binomial sampling distribution = ~ Bin(/V, p). Imagine that you observe
100 sample draws from this distribution (call this collection X'). Consider testing the
hypothesis

HO . p:1/2
H, : p#1/2.

Let each hypothesis have probability 1, and let p,(p) o pr (1 —p)z L.

Find p(Hy|X).

Problem 5

Prove that under the null hypothesis Hy, the P-value has a uniform distribution.



